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Abstract—The power supply and peak shaving capacity of 

traditional rail transit are easily limited. Ensuring the stable 

operation of the power system and high-precision load 

forecasting of the power system are very important for the 

operation and scheduling of the rail transit power system. This 

paper uses Dropout echo state network(ESN) to predict short-

term load forecasting of rail transit power systems. This method 

avoids the problems of slow convergence speed and easy falling 

into local optima encountered by traditional neural networks in 

load forecasting, solves overfitting problems of traditional 

neural networks, ensuring the stable operation of the rail transit 

power system. This paper compares the performance of original 

ESN and Dropout ESN in load forecasting. The simulation 

results show that Dropout ESN have higher prediction accuracy 

in load forecasting of rail transit power system. 
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I. INTRODUCTION  

The rail transit power system is a complex system. The 
power grid regulation system is used for its safe and reliable 
operation. However, as the power grid structure continues to 
expand, the power big data presents the characteristics of 
massive multi-source heterogeneity [1]. The power supply and 
peak shaving capacity of rail transit are easily limited [2]. In 
order to ensure the stable operation of the power system, high 
precision power system load forecasting is crucial for 
operation scheduling [3]. With the development of artificial 
intelligence technology, neural networks have made 
significant progress in feature prediction of high-dimensional 
complex data. This paper will use neural network technology 
to predict the massive load data of the rail transit power system. 

There are many studies using artificial intelligence 
technology for load forecasting. Lu et al. used convolutional 
neural networks for feature extraction, combined with short-
term and short-term memory network method for prediction 
[4]. Chen et al. based on the gate controlled cyclic unit method 
and adopts an improved sparrow search method to improve 
search ability [5]. Xu et al. adopted the extended random 
forest algorithm to achieve controllable load state prediction, 
and combines it with cloud platforms to achieve precise load 
regulation [6]. Yin et al. combined the chaotic crossbar 
particle swarm optimization algorithm with the learning 
machine method to improve the generalization ability and 
accuracy of prediction [7]. Miao et al. proposed a wind speed 
error correction model for numerical weather forecasting 
based on time series correlation testing and residual channel 
attention network, and established a power prediction model 
[8]. Yang et al. proposed a naive Bayesian based probability 
interval prediction method for wind power combination [9]. 
Li et al. combined and improved ant colony clustering 

algorithm and support vector machine method to achieve 
power interval prediction [10]. Bi et al. combined with neural 
networks prediction methods for short term power prediction 
[11-16]. 

When combining algorithms for prediction [17-23], it is 
easy to lack sufficient research on the advantages and 
disadvantages of each algorithm, which increases the 
computational workload. In a large number of studies, neural 
network technology is used to predict the load of the power 
system, while there is little work on the load prediction of the 
rail transit power system. Traditional neural networks tend to 
converge slowly and fall into local optima during load 
forecasting. Based on the above analysis, in order to predict 
the load of the rail transit power system, improve the problems 
encountered in traditional neural network load forecasting, 
and the overfitting problem of neural networks. We predict the 
load of the rail transit power system based on Dropout echo 
state network. Echo state network (ESN) is a recursive neural 
network that differs from traditional neural networks in the 
form of backpropagation for learning. Reservoir has good 
performance. Multiple parameters can easily lead to 
overfitting in neural network learning. Dropout is a commonly 
used method to solve overfitting problems. 

II. BACKGROUND INTRODUCTION 

A.   Dropout method 

 

 
Fig.1. (a)neural network (b)dropout network 

The current Dropout method is widely used in fully 
connected networks, causing the activation values of certain 
neurons to stop working with a certain probability. Overall, 
experiments need to be conducted based on specific networks. 
The following explains how the Dropout method causes the 
activation values of certain neurons to stop working with a 
certain probability. Firstly, in the training model stage, a 
probability process needs to be added to each neuron of the 



training network, as shown in Fig.1. Secondly, when 
predicting the model during the testing phase, the weight 
importance of each neuron is multiplied by the probability. 

The Bernoulli function is used to generate probability 
vectors. 

The network calculation formula without the Dropout 
method is as follows: 

                                                                           

                                                               

The network calculation formula without the Dropout 
method is as follows: 

                                                                    

                                                                             

                                                                  

                                                                        

During the training phase, the network causes a neuron to 
stop working with probability p , which means that its 

activation function output value becomes 0 with probability 

p . For example, if the number of neurons in a certain layer 

of network is 1000 and the output value of its activation 

function is 100021 ,......,, yyy , the probability p after using 

the Dropout method is 0.4. After using the Dropout method, 
approximately 400 neurons in this layer will have their values 
set to 0. After shielding certain neurons to make their 
activation value 0, it is necessary to scale the vector 

100021 ,......,, yyy  line by )1/(1 p .  If 100021 ,......,, yyy

is not scaled after being set to 0 during training, then the 
weight needs to be scaled during testing. During the testing 
phase of prediction, the weight of each neuron is multiplied by 
the probability(1-p). 

As shown in Fig.2, circles represent neurons, arrows 
represent synapses, and W represents the synaptic weight 
matrix.

 

Fig.2. Dropout method 

B. ROC curve 

ROC curve is a commonly used evaluation indicator for 
binary classification in machine learning. When the 
distribution of positive and negative samples in the test set 

changes, the ROC curve can remain unchanged. Because there 
may be class imbalance in the dataset. That is, there are far 
more negative samples than positive samples (or vice versa). 
In the test data, the distribution of positive and negative 
samples may also constantly change over time. 

In binary classification problems, instances are divided 
into positive or negative examples. However, in actual 
classification, the following four situations usually occur. The 
first scenario is that an instance is positive and predicted to be 
positive, it is a true positive (TP) instance. The second 
scenario is that an instance is a positive example but is 
predicted to become a negative example. This is the False 
Negative (FN). The third scenario is that an instance is a 
counterexample but is predicted to be a positive example. This 
is the false positive (FP) example. The fourth scenario is that 
an instance is a counterexample, predicted to be a 
counterexample. This is the true negative (TN). 

In Fig.3, the y-axis represents the True Positive Rate 
(TPR), which represents the proportion of samples that are 
predicted to be positive and actually positive to all positive 
samples. How much did you guess correctly, which is actually 
1. The abscissa is the False Positive Rate (FPR), which 
represents the proportion of samples predicted to be positive 
but actually negative to all negative samples. That is, the 
actual number is 0. How many guesses did you make.  In Fig.3, 
(0, 1) indicates that this is a perfect classifier that correctly 
classifies all samples. (1, 0) indicates that this is the worst 
classifier because it successfully avoids all correct answers. (0, 
0) indicates that the classifier predicts that all samples are 
negative. (1, 1) indicates that the classifier actually predicts 
that all samples are positive.  

In Fig.3, the curve above the diagonal is the ROC curve. 
The points on the diagonal indicate that the classifier guesses 
half of the samples as positive and the other half as negative. 
The closer the ROC curve is to the upper left corner, the better 
the performance of the classifier. When the ROC curve of one 
model is enveloped by another model, the latter performs 
better than the former. 

 

Fig.3. ROC curve 

C. echo state network 

Introducing the theory of neural networks into the study of 
nonlinear time series, neural networks can use gradient 
descent algorithms when their scale is slightly small. 
Moreover, if the training time of neural networks is too long, 

W
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the prediction results of the network are prone to falling into 
local optima. To avoid such problems, dynamic neural 
networks can achieve better performance in predicting 
nonlinear time series. In 2004, Jaeger et al. proposed an 
artificial recurrent neural network algorithm called Echo State 
Network (ESN) [24]. The echo state network uses a simple 
single training algorithm to shorten the training time of the 
network and solve the long-standing problem of long and 
slightly complex training time in neural network research. The 
dynamic reservoir of the echo state network can maintain 
dynamic activity, even if there is no input, it can be 
continuously activated. Therefore, compared to traditional 
neural networks, the stability of the network can be guaranteed 
during the training process, effectively avoiding the problem 
of local optima. For the prediction of nonlinear time series, the 
echo state network has better performance. 

Echo state network is a new type of recurrent neural 
network composed of front-end input layer, reservoir, and 
output layer, as shown in the Fig.4. The reservoir is composed 
of randomly sparsely connected neurons on a large scale, 
which has the characteristics of containing a relatively large 
number of neurons, randomly generating connection 
relationships between neurons, and sparsity of connections 
between neurons. The reservoir accepts input from two 
directions. One from the input layer. Another output from the 
previous state of the reservoir. The weights of the input layer 
and the state feedback weights do not require training and are 
determined by the random initial state. Therefore, the weights 
are represented as a large sparse matrix, with non-zero 
elements in the matrix connecting the activated neurons in the 
reservoir. The reservoir and output layer have a linear 
connection relationship, and in the actual training process, the 
weights of the linear connection need to be trained. 

 

 
 

Fig.4. echo state network(ESN) 

D. Dropout echo state network 

The core structure of ESN is a randomly generated and 
invariant reservoir.  The internal dynamic reservoir contains a 
large number of sparsely connected neurons, the operational 
status of the system, and has short-term memory function. The 
size of the reservoir is related to the number of neurons. 
Random connections through elements can affect the 
predictive performance of the network. 

Dropout method has been added to the reservoir. Applying 
Dropout ESN in load forecasting of rail transit power system. 
The neurons in the reservoir with Dropout ESN are set to stop 
working with different probabilities. The prediction 
performance of Dropout ESN and ESN were compared and 
analyzed in load forecasting of rail transit power system. 

Figure 5 shows Dropout ESN. Among them, 
inW ,  

outW , 

and 
backW  are the input, output, and feedback connection 

weight matrices, respectively. The dashed circle represents the 
randomly screened neurons in the reservoir. Unlike original 
ESN, this network randomly blocks out some neurons in the 
reservoir, and the neurons stop working with a certain 
probability. 

 

Fig.5. Dropout echo state network 

At sampling time n, the update equation and output 
equation of Dropout ESN are as follows. 

))()()(*tanh()1( nvnyWnxWnx back  

)1()1(  nxWny out



 Among them, *W is the internal  weight matrix of the 

reservoir during training. WW p* . )(nv  is the noise vector. 

tanh  is the activation function. 

E. Introduction to rail transit simulation system 

The configuration structure and parameters of the rail 
transit simulation model in the main simulation validation 
scenario. The rail transit simulation verification scenario is 
configured based on the actual operation scenario of Qingdao 
Metro Line 11. 

1) Train traction characteristic curve 

 
Fig.6 wheel rim traction-speed curve(overall train) 

In the Fig.6 and Fig.7, AW0 represents empty load, AW2 
represents full capacity, and AW3 represents overcrowding. 

2) Power supply system AC side circuit configuration 

The power supply system of rail transit is divided into 

two parts: AC power supply system and DC traction power 

supply system. The following mainly elaborates on the 



configuration file information of the AC power supply 

system. The specific configuration of the line parameters 

used is shown in the table 1. 

 
Fig.7 (Overall train) grid current- speed curve 

 

TABLE1 LINE PARAMETERS 

Line 

specifications/cross-

sectional area 

Resistance reactance 
Number 

of circuits 

150 0.210 0.373 1 

240 0.132 0.358 1 

400 0.080 0.373 2 

III. TEMPLATE NUMERICAL SIMULATION EXPERIMENTS 

A.   experimental setup 

The simulation tool required for the experiment is JetBrains 
PyCharm 2019.3. The experiment used rail transit simulation 
power load data for simulation analysis, with a total of 15000 
data points. The data diagram of the rail transit power system 
is shown in Fig.8. 

The echo state network sets the number of neurons in the 
reservoir to 1000, the spectral radius to 0.9, trains 8000 steps, 
and tests 1000 steps. Set the noise to 0.1. 

 

Fig.8. Power Data Diagram of Rail Transit Power System 

B.   experimental results 

The Dropout ESN was applied to predict the load of the 
rail transit power system. By adjusting the connection 
probability of neurons in the reservoir, the predictive ability 
of Dropout ESN was analyzed from two aspects: predictive 
performance and ROC curve analysis. 

1) predictive performance analysis  
Figure 9 shows the comparison between original ESN and 

Dropout ESN in predicting rail transit load data. Among them, 
the red line is the Dropout ESN prediction curve for rail transit 
load data. The blue line is the prediction curve of original ESN 
for rail transit load data. The green line is the load data curve 
of rail transit. When the prediction range is 700 steps, the 
Dropout ESN predicted curve is closer to the real rail transit 
load data curve. The experiment shows that the prediction 
accuracy of Dropout ESN is higher in the load forecasting of 
rail transit power system. 

 

Fig.9.  predicted steps 

2) ROC curve analysis 
In neural network prediction, whether the predicted value 

is within the allowable error range is considered as a binary 
situation. Below, the prediction performance of Dropout ESN 
will be analyzed using the commonly used evaluation 
indicator ROC curve for binary classification. The closer the 
ROC curve is to the upper left corner, the better the 
performance of the network, the higher prediction accuracy. 

The ROC curves of original ESN and Dropout ESN are 
shown in Fig.10. In Fig.10, the orange line represents the 
predictive performance of Dropout ESN. The blue line 
represents the predictive performance of original ESN. These 
two curves are very close to the upper left corner. The ROC 
curve of Dropout ESN is closer to the upper left corner than 
that of original ESN. This indicates that compared to original 
ESN, Dropout ESN can classify numerical values more 
accurately, generate data that is closer to the sample data 
during prediction, and have higher prediction accuracy. 



 

Fig.10  ROC curves 

This paper applies Dropout ESN to the load forecasting 
task of the rail transit power system. Adjust the parameters in 
the reservoir of Dropout ESN. A comparative analysis was 
conducted on the load prediction ability of the rail transit 
power system using Dropout ESN and ESN. The experimental 
results indicate that when the neurons in the Dropout ESN 
reservoir stop working with a certain probability, the Dropout 
ESN has a higher accuracy in predicting the load of the rail 
transit power system. 

The next step of work will combine the predicted results 
information to conduct a situation analysis of the rail transit 
power system, achieve perception of the operating status and 
trends of the power system, and make corresponding 
regulatory decisions based on this, ensuring the stable 
operation of the rail transit power system, and providing a 
more comprehensive optimization perspective for real-time 
operation scheduling of the rail transit power system. 
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